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In this paper, two intelligent methods which are GAs and PSO are used to model noise coupling in a (ree-Dimensional
Integrated Circuit (3D-IC) based on TSVs.(ese techniques are rarely used in this type of structure. (ey allow computing all the
elements of the noise model, which helps to estimate the noise transfer function in the frequency and time domain in 3D
complicated systems. Noise models include TSVs, active circuits, and substrate, which make them difficult to model and to
estimate. Indeed, the proposed approaches based on GA and PSO are robust and powerful. To validate the method, comparisons
among the results found by GA, PSO, measurements, and the 3D-TLMmethod, which presents an analytical technique, are made.
According to the obtained simulation and experimental results, it is found that the proposed methods are valid, efficient, precise,
and robust.

1. Introduction

(e Integrated Circuit (IC) technology evolution is moti-
vated by the need to increase performance in addition to
functionality, consequently reducing power and cost. To
achieve this objective, several solutions have been used such
as scaling devices and associated interconnecting wire by
implementing new materials [1, 2] and founding enhancing
architecture to reconfigure routing, hierarchy, and building
circuits [2, 3]. (e integration of different signals and
technologies by increasing drive introduces various design
concepts for which planar (2D) technologies cannot be
suitable. (e conventional planar IC has limited establish-
ment choices, and these limit system architecture perfor-
mance improvements. (is causes several problems
associated with the interconnection loading in the network
of long wires and the need for signal repeaters for clock
distribution [2]. (us, three-dimensional (3D) integrated
circuits have been adopted. (e 3D technology solves the
problems linked to interconnection delays, by reducing the

gate delays and increasing interconnections using the short
wires. (ese shorter wires decrease the average load ca-
pacitance and resistance and decrease the number of re-
peaters needed to regenerate the signal on long wires. In
addition, to enable integration of heterogeneous technolo-
gies, in the 3D design, a 2D chip is divided into several parts,
and each one is placed on a separate layer where each layer is
stacked on top of each other. (is may be exploited to build
SoC by placing different circuits with performance re-
quirements in different layers [4, 5].

In 3D technology, the communication between stacked
integrated circuits and devices requires vertical intercon-
nections. (e processing of vertical interconnections seems
complicated compared to the planar one; indeed, having the
electrical and mechanical characteristics could be very
challenging. Several kinds of vertical interconnection have
been proposed such as bonding wires, metal bumps, and
contactless communication in addition to (rough-Silicon
Via (TSV), and a lot of them are popular in the industry. To
improve electrical performance, the TSV interconnections
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become the first choice to avoid using bonding wires and
metal bumps.

(e study of 3D architectures requires modeling the
TSVs to extract equivalent circuits that describe the electrical
characteristics of a specific interconnection structure. In
relation to the topic, several papers have discussed the issue
of modeling TSVs. In [6, 7], the authors proposed a
methodology based on RF characterizations and simula-
tions, leading to a frequency-dependent analytical model
including the MOS effect of high-ratio TSV. (e authors in
[8] gave an efficient method to model TSV interconnections;
this approach results in equivalent network parameters that
include the combined effect of the conductor, insulator, and
silicon substrate. Although the modeling method is based on
solving Maxwell’s equations in an integral form, the method
uses a small number of global modal basis functions and can
be much faster than discretization-based and integral
equation methods. In [9], an electrical model of TSV which
concerns metal-oxide-semiconductor (MOS) capacitance
effects was proposed. Design guidelines were proposed for
TSVs as variable capacitors. (e MOS capacitance was ac-
curately solving Poisson’s equation in cylindrical coordi-
nates. Another compact wideband equivalent circuit model
for electrical modeling of TSV has been presented in [10].
Rigorous closed-form formulas for TSV inductance and TSV
resistance have been derived from the magneto-quasi-static
theory with a Fourier–Bessel expansion technique, whereas
analytical formulas from static solutions have been used to
define the capacitance and conductance. (is equivalent
circuit model can contain the important parasitic effects of
TSVs including the lossy effect of silicon, proximity effect,
skin effect, and semiconductor effect. Another different
model of TSV in high frequency has been given in [11, 12].
(is proposed model includes not only the TSV but also
some additional components when using TSVs for 3D-IC,
such as the redistribution layer (RDL) and the bump. (e
model is developed with analytic equations derived from the
physical structure. In other previous works [13], the RLC
parameters of TSV were modeled as a function of physical
parameters and material characteristics. (e RLC model is
used to predict the inductance, resistance, and capacitance of
TSV architectures. Indeed, the TSV impedance can also be
extracted using a fully analytical and physical model and
Green’s function at high frequency [14].

All the previous works have given models of one TSV
without considering multi-TSV structures. (e modeling of
these structures and their time domain simulation is one of
the most important problems being studied in this domain.
In complicated 3D structures, more signal TSVs are needed,
so the TSV distribution density increases. Due to the highly
dense distribution of TSVs, TSV noise coupling is expected
to be a major concern for 3D-IC system design. Few papers
have modeled the noise coupling problem in structures with
several TSVs. In [15], the authors have described the
equivalent circuit model of the differential TSV pair. (e
critical differential characteristics are calculated and ana-
lyzed based on the lumped circuit model of multi-TSVs. A
novel π-type equivalent circuit model of signal-ground TSV
pairs which considers proximity effects and eddy current is

suggested in [16]. In [17], the authors have presented par-
asitic substrate coupling effects in 3D-IC due to TSVs.
Electrical characterization is performed by dedicating some
test structures to extract electrical models of substrate
coupling with RF signals. In [12, 18, 19], a TSV noise
coupling model is proposed based on a three-dimensional
transmission line matrix method (3D-TLM). Using the
proposed TSV noise coupling model, the noise coupling
transfer functions from TSV to TSV and TSV to the active
circuit can be estimated in complicated 3D structures.

(e contribution of this work is to propose two intel-
ligent techniques to estimate all elements that composed the
models of the noise coupling in 3D structures based on
TSVs. (e interest of the proposed methods is to prove the
potential of artificial intelligence in estimating the elements
of microelectronic circuits, since intelligent algorithms are
little used in these circuits despite their ability and ro-
bustness. (e objective of this work is to prove that the
proposed approaches based on Genetic Algorithms (GAs)
and Particle Swarm Optimization (PSO) can be used with
analytical methods in the field of microelectronics.

In this paper, a TSV noise coupling model based on
structures studied in [12, 18, 20], GA and PSO, is estimated.
(is work consists of comparing the parameters found by
GA and PSO and those calculated using 3D-TLM and
measurements of [12, 18]. By employing GA and PSO, the
3D-substrate parameters can be computed at high fre-
quencies. In additions, the models include most of the el-
ements presented in actual circuits, such as a redistribution
layer (RDL) interconnects and substrate contact. (e found
parameters using GA and those by PSO can be used to
estimate the noise coupling in the time domain.

(e rest of this paper is organized as follows. In Section
2, first, the noise coupling models in 3D-IC are described;
then, GA and PSO are applied to compute the element values
of these models. (e verification of the results and simu-
lations are given in Section 3. (e conclusions are provided
in the last section.

2. TSV Noise Coupling Identifications Using
Intelligent Methods

2.1. TSV-TSV and TSV-Active Circuit Noise Coupling.
Noise coupling in 3D-IC based on TSV is a significant
problem which causes serious effects. (is type of noise
degrades the circuit performance and makes system sensi-
tivity dominated. It can directly be transmitted to an active
circuit via the substrate; therefore, the signal and power are
corrupted, the system reliability is reduced, and the bit error
rate is increased [21, 22]. A TSV is composed of a conductor
surrounded by an insulation layer with a very small
thickness, which causes an important capacitance between
the TSV and the substrate; as a consequence, at high fre-
quencies, a noise can be easily coupled from one TSV to
another or substrate and vice versa. In 3D-IC systems, more
signal TSVs are used in a limited plane surface as illustrated
in Figure 1, which increases the distribution density of TSVs.
Because of this greater density, modeling noise coupling
between TSVs as well as TSV and active circuits is an
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essential step of the design of these systems [23]. In this
section, a TSV noise coupling model is given. (e noise can
be coupled through many paths: TSV to TSV or TSV to the
substrate. For both paths, a model must be given.

(e conceptual structure of TSV-to-TSV noise cou-
pling is shown in Figure 2. To model a circuit with several
TSVs, a basic structure had been adopted. (is structure
contains two signal TSVs, where one presents the aggressor
and the other the victim, in addition to two ground TSVs
connected using a ground line. Figure 3 shows the de-
scribed structure.(e previous structure could be modelled
as an equivalent RLGC circuit based on the geometry and

material properties. (e RLGC circuit consists of a simple
TSV’s equivalent model, RDL’s model, and substrate’s
model. (e TSV model is composed of a capacitance CTSV
that represents the insulation layer surrounding the TSV.
(is capacitance can be derived from the coaxial-cable
capacitance model since the TSV is filled with metal and the
substrate is conductive, as well as a resistance RTSV rep-
resenting the material loss and the inductance which
considers both the self-inductance LTSV-self and the mutual
inductance LTSV-mutual. (e elements of the TSV model are
given by the following equations:
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where hTSV is the TSV height, rTSV is the TSV radius, toxTSV

is the oxide thickness, pTSV is the pitch between TSVs, σTSV

is the TSV conductivity, εoxTSV is the oxide permittivity, μ is
the magnetic permeability, and δ is the skin depth dependent
on material characteristics and on the frequency f.

Because of its distributed nature, the substrate cannot be
translated into a compact analytic model accounting the
entire chip area whose global effects are felt everywhere in
the chip [24, 25]. In most cases, the substrate coupling
models can be extracted from full 3D numerical simulations
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Figure 1: 3D-IC using TSVs.
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using lumped-element models or a discretization of a
simplified form of Maxwell’s equations. (e box integration
formulation [26, 27] can also help to identify a distributed
RC network. In this technique, a 3D rectangular RC mesh
network is constructed as an equivalent circuit represen-
tation of the modeled substrate. Based on this technique, the
equivalent circuit model of the TSV-TSV coupling is given in
Figure 4. (e equivalent circuit is composed of CTSVtotal,
which represents the sum of CTSV and CRDL, in addition to
five resistances and five capacitances which represent the
substrate among the TSVs and Lgnd the inductance of the
metal connection between ground TSVs. In this equivalent
circuit, the inductive coupling is negligible because the
bottom side of the TSV is open.(e TSV resistance does not
influence the TSV-TSV noise coupling and is also neglected
in the model.

(e lumped circuit in Figure 4 can be simplified into the
equivalent circuit model in Figure 5 using the techniques
mentioned in [26, 28]. (is equivalent circuit contains only

three elements: the total equivalent TSV capacitance, sub-
strate resistance, and substrate capacitance. Calculating
these parameters is a delicate task; indeed, the authors in [18]
used the 3D-TLM method to do so. (is technique can be
used if a transmission line has a length smaller to the target
wavelength. Using the 3D-TLM, the entire TSV coupling test
structures are divided into several unit cells of TSV, a silicon
substrate, substrate contact, and metal/RDL. Each unit cell is
modeled using lumped R, C, L, and G elements, and the
entire TSV noise coupling model is then constructed by
combining these unit cell models in an appropriate manner.
In [18], method parameters as well as the formulas for
determining the components of the circuit had been dis-
cussed in detail before and after simplification.

Since a 3D-IC contains many silicon chips stacked by
TSVs and several MOSs are on these chips [29], the TSV-
active circuit coupling must be modeled and analyzed. (e
conceptual view of this type of noise is depicted in Figure 6.
(e structure in this figure is difficult to model because it

Silicon substrate

Coupling
Metal viaTSVTSV

Insulation layer

ILD/IMD

Figure 2: A conceptual view of TSV-TSV noise coupling.
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PTSV-TSV
Signal
TSV2
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TSV1
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TSV2

Ground
TSV1

ILD/IMD

Reference ground

toxTSV
2rTSV

Figure 3: Structure of the TSV-TSV coupling noise.
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Figure 4: (e equivalent circuit model of TSV-TSV noise coupling.
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Figure 5: A simplified model of the TSV-TSV noise coupling circuit.
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Figure 6: (e conceptual view of TSV-active circuit noise coupling.
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includes many active circuits.(erefore, a simplification that
considers a substrate contact instead of an active circuit was
used. (e P+ contact in a p-type silicon substrate can be
represented as an active circuit, and the noise coupling
between the TSV and the contact can be represented as the
coupling between the active circuit and the TSV [18].

(e test structure and physical parameters of TSV-
contact noise coupling are presented in Figure 7. (e
equivalent circuit model representing this structure is il-
lustrated in Figure 8. Similar to the equivalent circuit of
TSV-TSV noise coupling, the model is composed of CTSVtoal,
which is the sum of CTSV and CRDL and Rsub and Csub, in
addition to Cref and Lgnd which represent the ground-line
parameters. (e lumped circuit model in Figure 8 can be
simplified into the total equivalent circuit model in Figure 9,
which contains only three elements: the total equivalent TSV
capacitance (CTSV-equiv), the substrate resistance (Rsub-equiv),
and the substrate capacitance (Csub-equiv). In the case of the
TSV-active circuit, it is difficult to propose equations to
compute the substrate resistance and capacitance values.
(erefore, the authors in [18] used the 3D-LTM technique as
explained before, and in this work, genetic algorithms were
adopted to optimally search these values.

(e objective of this study was to calculate the param-
eters of the simplified circuit presented in Figures 5 and 9,
using intelligent methods GA and PSO.

2.2. Intelligent GA. Genetic algorithms are based on natural
selection. (ey are a technique for solving optimization and
control problems. (ese algorithms are based on the re-
peated modification of the population to arrive at an optimal
solution [30–33]. To create new individuals (solutions) from
the current population at each generation, genetic algo-
rithms use three main rules: selection, crossover, and mu-
tation. Genetic algorithms are controlled by a fitness
function which measures the performance of each indi-
vidual. (e diagram in Figure 10 summarizes the principle
and the main steps of GA optimization.

Genetic algorithms differ from classical optimization in
four points: the solution is found from a set of points and not
from a single point, the regularity of the studied function is
not imposed, they are not determinist and use probabilistic
transition rules, and no hypotheses of linearity or normality
are used.

2.3. Intelligent PSO. Particle swarm optimization (PSO) was
developed by Kennedy in 1995 for difficult optimization
problems. (e principle of PSO was inspired by the social
behavior of animals moving such as bird flocking. When the
movement aims to find food, each bird flies in the space of
solutions and specifies its speed according to its experience
and the information obtained by other swarm individuals
[34].

(e principle of PSO begins with an initialization matrix
which contains N particles scattered in the exploration space
along dimension j for j� {1, 2, . . ., D}. Each individual Pi
(i� 1, 2, . . ., N) keeps its best position Bpi (t+ 1) and the best
solution of its proximity Bpp (t+ 1). (e best solution is

defined by the position of the particle with the smallest
fitness value [35, 36]. (e movement of each particle is
controlled by three rules. First of all, the particle must follow
its actual speed direction. (en, it moves to its best position.
(en, it moves to the best position found by its neighbors.
Indeed, the new speed matrix Vij and position matrix Xij of
particles are computed at (t+ 1), using the following
equations:

Bpi(t + 1) �
Xi(t + 1), if f Xi(t + 1)( 􏼁<f Bpi(t)( 􏼁,

Pbi(t), else,
􏼨

(2)

Bpp � mini�1,2,...,Nf Bpi(t)( 􏼁, (3)

Vij(t + 1) � ω.Vij(t) + R11C11 ⊗ Bpij(t) − Xij(t)􏼐 􏼑

+ R21C21 ⊗ Bppij(t) − Xij(t)􏼐 􏼑,
(4)

Xij(t + 1) � Xij(t) + Vij(t + 1), (5)

where Bpij is the best position found by the particle i; Bppij

is the best position found by the neighbors; ω, C11, and C21
are the weighting coefficients; and R11 and R21 are the
random variables generated from a uniform distribution in
[0, 1].

2.4. Identification Strategy. Our objective was to identify the
parameters of the equivalent model of the TSV-TSV cou-
pling as well as the TSV-active circuit coupling based on
GAs, PSO, and the experimental measurements of [12, 18].
(e steps to follow in our technique are presented in
Figure 11.

To perform this task, the following steps were carried
out: first of all, the curve of experimental measurements
which must be followed by the theory was drawn, then
the transfer function of the circuit according to unknown
parameters, CTSV-equiv, Rsub-equiv, and Csub-equiv,
was calculated, and finally, GAs tried to find these pa-
rameters by making several iterations until the two
curves were pasted together; the objective is to minimize
the error between the experimental curve and the
transfer function of the TSV noise coupling model. For
genetic algorithms to work properly, mutation, cross-
over, selection, and fitness function parameters all must
be chosen correctly.

(e same strategy was followed for PSO to optimally
estimate the coupling noise parameters. (erefore, its pa-
rameter setting must also be chosen correctly.

In our problem for both intelligent algorithms, the fit-
ness function was defined as the square of the difference
between the experimental curve and the theoretically cal-
culated transfer function or the square error. In fact, GAs
and PSO optimized requested parameters by minimizing
this error and made it to zero.

For TSV-active circuit noise coupling, Genetic Algo-
rithms had been used as explained for the first, just that the
transfer function and the experimental curve changed.
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3. Results and Discussion

In this section, the proposed methods GA and PSO are
verified by frequency- and time-domain measurements
published in [12, 18]. So, all measurement curves used in this

work were taken from these last references. To take the
measurements of TSV-TSV noise coupling and verify its
model, the test vehicles in Figures 3 and 7 were fabricated
using the Hynix via-last TSV process; according to this
process, the RDL effects are significant, cannot be neglected,
and presented by CRDL added to CTSV. Concerning the
manufacturing process of TSV, the top of the TSV was caved
in, which prevents direct probing on the TSV, and the RDL
line was used for the probing pad. (e TSV had no inter-
connection on the bottom side, and the vehicle was placed
on an insulator to isolate the conductive silicon substrate
from the environment. (e effects of the insulator were
neglected because of its low dielectric constant [12, 18]. An
analyzer (VNA) was used to take measurements from
10MHz to 20GHz. Table 1 shows all physical dimensions
and material properties of the test vehicle.

hTSV

Silicon substrate

Signal
TSV1

ILD/IMD

Reference ground

2rTSV Substrat contact

Figure 7: Structure of the TSV-active circuit noise coupling.
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CTSV-total
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Rsub1

Csub3

Rsub3

Rsub2
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Csub2

Substrate contact

Reference ground (Lgnd, Rgnd)

Figure 8: (e equivalent circuit model of TSV-active circuit noise coupling.

TSV signal

Rsubequiv

Csubequiv

CTSV-equiv

Contact

Figure 9: A simplified model of the TSV-active circuit noise
coupling circuit.
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For adjusting GA and PSO, which were used to calculate
the circuit parameters presented by Figures 5 and 9 in such a
way that the circuit transfer function that depends on these
parameters follows the measurements whether in the fre-
quency domain or the time domain, the parametersmentioned
below were used. (ese parameters had been chosen carefully
to ensure that the intelligent GA and PSO are effective.

For GA, the population size of each generation was fixed
at 100 individuals. (e individuals of the algorithm are the
parameters to find. (e mutation was Gaussian. Two-point
crossover with a crossover probability of 0.5 was used. (e
idea behind the multipoint crossover is that parts of the
chromosome that contribute to the fit behavior of an in-
dividual may not be in adjacent substrings. Furthermore, the
disruptive nature of multipoint crossover may result in a
more robust search by encouraging exploration of the search
space rather than early convergence to highly fit individuals
[37]. (e tournament selection with a tournament size of 10
was used to select the parents at each generation. In tour-
nament selection, the individuals are chosen randomly from
the generation and the best individual from this part is
chosen as a parent. (is is repeated until enough parents
have been chosen to produce the required number of in-
dividuals for the next generation.

Selection

Crossover

End

Best solution

Termination
criteria

Creating a new generation

Evaluation of individuals using a
fitness value

Initial population

Begin

Initial values of parameters for
optimization

Yes

No

Mutation

Figure 10: (e principal of genetic algorithms.

Yes
No

Plotting the experimental curve

Computing the transfer function
of the simple circuit according to
the parameters to be optimized

Calling GA or PSO

Measurements and
transfer function

coincide?

Rsub; Csub; CTSV

Figure 11: Identification strategy.
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For PSO, N� 500, indeed the exploration space contains
all possible solutions, D is set to 3. (e compromise between
local and global exploration is ensured by ω� 0.7, C11 � 0.8
to avoid the problem of fast convergence, and C21 � 1.2 to
enhance the global best solution. (e maximum number of
generations is set to 30.

(e fitness function, for both intelligent algorithms,
was the square of the error (the difference) between ex-
perimental measurements and the fitness function of the
circuit. (e simulations performed in this work were
realized using Matlab tool. Comparisons with the results
presented in [12–14, 18], which use the 3D-TLM analytical
method to calculate the parameters to be found, have been
made.

(e parameters found by GAs, PSO, and 3D-TLM of
[12, 18] are given in Table 2. (e measured noise and the
noise transfer function of TSV-TSV coupling, in the fre-
quency domain, using GA’s parameters and PSO’s param-
eters, in addition to the noise transfer function with the
parameters in [12, 18], are illustrated in Figure 12. (e noise
transfer function was calculated when both ports are ter-
minated with 50Ω resistances.

Based on the results reported in Figure 12, the pro-
posed methods, measurements, and 3D-TLM agree well
despite the difference which appeared in the frequencies
higher than 3 GHz. (erefore, the method verification
based on the measurement is valid. By analyzing the el-
ement values of Table 2, one can see that the values
calculated by GAs and PSO are close to those given by 3D-
TLM. Yet, GAs and PSO generate a curve closer to that of
measurements at high frequencies. (e difference between
the curves can be explained by the fact that the models
estimate the low noise transfer function at high fre-
quencies, where even low capacities cannot be neglected,
or by a change in the characteristics of the test vehicle or
by measurement errors.

Figure 12 shows that GA and PSO perform the identi-
fication of all models’ parameters with high precision. (e
model’s response with GA and PSO are very close to the
experimental measurements. (ese observations prove the
efficiency of GA and PSO to find good solutions, even if
identifying is a hard task.

Observing Figure 12, the TSV-TSV noise coupling is di-
vided into 3 regions. In region 1, from 10MHz to 1GHz, the
CTSV-equivalent is the principal contributing element since the
equivalent TSV is larger than the equivalent substrate resis-
tance. In region 2, from 1GHz to 12GHz, the noise transfer
function is defined by Rsub-equiv because it becomes larger than
CTSV-equiv impedance and smaller than Csub-equiv impedance. In
region 3, frequencies are above 12GHz and Rsub-equiv is larger
than CTSV-equiv impedance and Csub-equiv impedance, so the

noise transfer function is given by Csub-equiv. (e more the
frequency increases, the more the noise increases.

(e proposed methods in this work must also respect the
transfer function in the time domain. Indeed, if the GA and
PSO find parameters that correspond to the transfer func-
tion in the frequency domain, but do not go to with the time
domain, the tests must be redone. Since the values found by
the two intelligent algorithms are close, the test in the time
domain is plotted just for GAs. (e proposed and mea-
surement method of the TSV-TSV noise coupling of the test
vehicle in the time domain at frequencies 100MHz and
1GHz is illustrated, respectively, in Figures 13 and 14. For
temporal simulations, a trapezoidal signal switching from 0
to 1Vwith a rising/falling time of 40 ps and source resistance
of 50Ω was used on port 1 and the coupling noise on port 2
was simulated using PSPICE tool. According to Figures 13
and 14, the method used to compute the parameters of
Figure 5 is verified and valid. Indeed, the proposed method
can be adopted for the calculation of coupling noise pa-
rameters in a 3D structure based on TSVs. Based on Fig-
ures 13 and 14, we can also notice that the coupling is
important and exceeds 80mV in 3D structures based on
TSVs.

For the TSV-active circuit coupling model, by using GA
and PSO, each lumped circuit value in Figure 9 was obtained.
(e population size of each GA’s generation was fixed at 100
individuals. (e mutation was defined as 0.2, 2-point
crossover with a crossover probability of 0.4 was used, and
the tournament selection with a tournament size of 10 was
chosen. For PSO, N� 1000, D is set to 3, ω� 0.7, C11 � 0.8,
and C21 � 1.2, and the maximum number of generations is
set to 15. (e fitness function is the square of the difference
between experimental measurements and the transfer
function of the circuit. (e element values of the lumped
circuit of TSV-contact coupling computed by the proposed
methods and 3D-TLM are presented in Table 3.

(e measured, the 3D-TLM method, and the proposed
methods for the TSV-contact coupling noise are illustrated
in Figure 15. Based on the results presented in this figure, the
proposed methods closely matched the experimental results
and 3D-TLM method. (e proposed methods’ verification
based on the measurements was valid. GAs and PSO were
more efficient than the 3D-TLM method since the curves

Table 1: Physical dimensions and material properties of the test vehicle.

Component Value (μm) Component Value Component Value (μm)
rTSV 16.5 σsub 10 S/m dTSV-TSV 130
toxTSV 0.52 σTSV 5.8×107 S/m pTSV-TSV 250
hsub 100 εr,sub 11.9

Table 2: TSV-TSV noise coupling parameters using GA and 3D-
TLM.

Methods CTSV-equiv (fF) Rsub-equiv (Ω) Csub-equiv (fF)
GAs 192.375 835.13 16.94
PSO 197.12 840.46 15.72
3D-TLM 201.3 928.5 11.2
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given by these intelligent algorithms are closer to the
measurements than that given by the 3D-TLM technique.

(e TSV-contact noise coupling is identical to the TSV-
TSV noise coupling. (e transfer function is divided into
three frequency behaviors regions, where each region was
dominated by an element of the model in Figure 9 as already
explained above. In this case, as the frequency increases,
the noise increases; in addition, the noise is more
important than the TSV-TSV case; this is due to the high
value of CTSV-equiv of a single TSV.

(e simulations in the time domain for the GA method
are presented in Figures 16 and 17, respectively. (ese
simulations were performed using the same characteristics
cited for TSV-TSV noise. A trapezoidal signal switching
from 0 to 1V with a rising/falling time of 40 ps and source

resistance of 50Ω was used. (e simulations were made in
the PSPICE tool at 100MHz and 1GHz.

By analyzing the results of Figures 16 and 17, one can see
that the proposed method gave a behavior that reflects the
experimental.(erefore, the proposed method was validated
in the time domain as well as the frequency domain.

Observing Figures 13, 14, 16, and 17, the peak-to-peak
noise coupling in both studied cases is about 0.08V. (is
value is already high and can even increase; therefore, these
noises should be considered.

Modeling 3D structures based on TSVs seems to be a
very complicated task that needs to be taken into consid-
eration. Many well-known analytical methods such as FDTD
and 3D-TLM had been used to achieve this objective. (ese
methods require a lot of calculation and time, but they are
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suitable. (is work had adopted two intelligent methods
(GA and PSO) that are rarely used in this field.

(e results found in this work, based on GA and PSO,
were conventional to experimental results. (ese results
were even closer than those found by 3D-TLM used in [18].
It is true that both methods found similar results, but a small
improvement validated by the experimental was noticed by

the proposed methods. (e results proved that intelligent
methods are effective and robust.

In this work, a complicated model with several TSVs
(more than two) was presented; this model was replaced by
another reduced model, which is similar to the coupling
model between two TSVs but reflects the coupling behavior
of several TSVs. From the found results, it can be concluded

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
×10–9

–0.04

–0.02

0

0.02

0.04

Time (s)

Co
up

lin
g 

no
ise

 (V
)

Measurement
The proposed method

Figure 14:(e proposed method andmeasured TSV-TSV coupling noise in the time domain (the input clock frequency at port 1 is 1GHz).

Table 3: (e TSV-contact noise coupling parameters using GA and 3D-TLM.

Methods CTSV-equiv (fF) Rsub-equiv (Ω) Csub-equiv (fF)
GAs 815.21 870.74 14.08
PSO 808.13 880.13 13.93
3D-TLM 817.5 879.8 12
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Figure 15: (e proposed method, measured, and 3D-TLM noise transfer function of TSV-contact coupling.
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that any structure with several TSVs in the same level can be
replaced by the simple model, it is just necessary to find a
method to compute the parameters of the reduced circuit,
and as already explained, GAs and PSO remain a good tool.

4. Conclusions

3D integrated architectures based on TSVs are a relatively
new research and widely used. Yet, these architectures have
some difficulties mainly in their modeling and analysis.
Accordingly, new methods to model them are necessary.

In this paper, intelligent methods based on genetic al-
gorithms (GAs) and recent heuristic optimization of particle

swarm optimization (PSO) were proposed to identify the
parameters of TSV-TSV and TSV-contact noise coupling in
3-D IC design. Both models included the equivalent circuit
of the TSV, RDL, metal interconnects, and the substrate.
Indeed, the model can represent a practical 3D-IC system
design. Using GA and PSO, the parameters of previous
models were found which substantiated to estimate the noise
transfer function in three frequency regions from 10MHz to
20GHz.

To validate the proposed techniques based on GAs and
PSO, frequency and time measurements as well as the an-
alytical method used in [18] were applied. Obtained results
showed a good agreement between the proposed methods
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Figure 16: (e proposed method and measured coupling noise of TSV-contact in the time domain (the input clock frequency at port 1 is
100MHz).
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and experiments. (ey also showed an improvement
compared to 3D-TLM. (ese algorithms were easy to apply,
did not require a lot of simulation time, efficient, and robust.
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