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In this paper, we give a new strategy to extend a numerical approximation method for two-dimensional reaction-diffusion
problems. We present numerical results for this type of equations with a known analytical solution to qualify errors for the new
method. We compare the results obtained using this approach to the standard finite element approach. +e proposed method is
adequate even with the singular right-hand side of type Dirac.

1. Introduction

+is work is motivated by the extension of a numerical ap-
proximation method constructed in [1, 2] and called δ− ziti.
Note that when the mathematical model is used to approx-
imate a real concrete problem, most of the numerical schemes
have undesirable oscillations, especially near the domain’s
boundary or near the physical phenomena, such as shock
waves, relaxation waves, composite waves, blowup [3–6], and
boundary layer which can exist in mathematical models,
depending on the parameters involved, the nonlinearity [7, 8],
the coupling, the boundary, and the nature of the domain.
Note that the link between different parameters can affect the
degree of regularity of the solution (local, global, explodes in
time, singular, etc.) [9–11]. +e δ− ziti method has been
constructed to exhibit such solutions regardless of their
degree of regularity. +is method has been tested on several
models, which present or do not present singularities, and
has been compared with exact solutions and classical
methods (finite elements, finite volume, finite differences,
particular method, and spectral method), but only in the
case of a cubic domain (interval, square, cube, or even
Cartesian domain in Rd in the general case), especially the
differential problems for which the application of other
classical methods does not guarantee the transition from a
regular behavior to another singular (i.e., giving a solution

of the problem, by detecting the singularity when it exists.
In this case, the method δ− ziti has shown its efficiency,
robustness, and its convergence. It could detect the blowup,
the boundary layer, and also it approaches the singular
solution avoiding unwanted oscillations [1, 2]. In this
paper, we construct another strategy cited in [2], but for a
domain more complicated than the Cartesian one, for
example, a disk in the two-dimensional case, or any ball in
the general case. +e major goal of our investigation is to
apply this numerical method in two types of PDEs, even if
the right-hand side could present a singularity of type
Dirac. In fact, despite the relatively simple model repre-
sented by the transient diffusion equation (especially with
bad sign), its numerical solution can still be a serious
challenge when the solution diffuses with steep boundary
layers, or when we start with very sensitive initial data. +e
numerical study of the diffusion problems has been the aim
of several papers. +e third boundary-value problem for a
loaded heat equation in a p-dimensional parallelepiped is
considered in [12]. Considering that the problem is
time-dependent, evaluating the solution process over re-
fined meshes and for many hundreds or thousands of time
steps can become a serious numerical burden. +is can be a
significant numerical challenge in two-dimensional prob-
lems and even more so in three dimensions [13–16]. Our
paper mainly completes the investigations of [12–18], in the
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case of time-dependent diffusion problems. +e difference
is the use of a new numerical method, which gives us an
admissible approximated solution. Considering that the
diffusion problem is time-dependent, evaluating the so-
lution process over refined meshes and for many hundreds
or thousands of time steps can become a serious numerical
burden. +is can be a significant numerical challenge in
two-dimensional problems and even more. In this work, we
will present a numerical solution. Our objective is to solve
such kind of problems with a very simple algorithm, which
is a big profit, especially for the CPU time. +e main goal of
the δ− ziti method is to approach a function with several
variables, to integrate it in a given domain, and to resolve
numerically Partial and Ordinate Differential Equations
(PDEs and ODEs). +is method is based on the classical
variation formulation of Galerkin and the most important
step is the construction of our orthonormal family from the
test function Φ with compact support, defined by

Φ(x) �

exp
1

|x|
2

− 1
􏼠 􏼡, if |x|< 1,

0, otherwise,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(1)

where x ∈ Rd and d is the space dimension. +is function
is especially used in numerical analysis, distributions, and
functional analysis. In [1, 2, 19], all the mathematical
tools of δ− ziti construction in the multidimensional
Cartesian case were detailed. +e δ− ziti method is
composed of two steps: it starts like the Galerkin (or
spectral) method with a variational formulation and
hence there is the need for an orthonormal basis (total or
not) of an adequate space. +en, we use the roots of the
base instead of the nodes of the mesh, which will give
δ− ziti a resemblance with the particle method. At first
glance, the δ− ziti method looks as if it is the finite element
method, but after using the roots, the method will follow
the technique of the particular one.

+e main aim of this paper is the construction of the
δ− ziti method when the domain is a disk in the two-
dimensional case (in general, a multidimensional ball). To
generalize this method, we opt for two strategies: the first
one consists in sweeping all the disk with segments, in the
two directions, as shown in Figure 1 and reconstructing our
basis functions in every segment. To test this strategy, we
apply the resulting tools to calculate numerically the inte-
grals and to solve partial differential equations (two tests will
be detailed: an elliptic equation “the Poisson problem” and a
parabolic one “the heat equation with bad sign”).+e second
strategy is a direct use of the polar parametrization of a disk;
we will show that this strategy is also efficient and gives a
good approximation even when a singularity is forced from
the right-hand side term.

+e outline of this work is as follows: in Section 2, we
present our approximationmethod in the monodimensional
case and for several dimensions. In Section 3, we present the
mathematical tools of construction, which permits the ap-
plication of this method in the Cartesian case and the cal-
culation, numerically, of some integrals defined in a disk

domain. Section 4 is devoted to the construction of the
method’s fundamental elements, using polar coordinates.
Like the previous section, one of the most important parts is
the numerical integration using our method and in the two
cases, we will compare the exact value of an integral by the
numerical one, obtained by the δ− ziti method. In Section 5,
we apply our approach to find the numerical solution of the
Poisson problem and the heat equation. Our goal is to
compare the solution obtained by the δ− ziti method with a
given analytical one defined in a disk domain and to cal-
culate the error in L∞(Ω). In the next, we present an ap-
proximated solution using the finite element method and we
compare it with ours. To see that the method used in the
current work is efficient, we treated two types of PDEs with
an exact solution which converges to the Dirac mass (exact
solution for the Poisson model and initial data for the heat
transfer with bad sign). +e function used is an approxi-
mation of the Dirac mass, and we will see that the δ− method
can detect this kind of singularities (always in a disk do-
main). Finally, in Section 6, we finish with some concluding
remarks.

2. Overview of the
Monodimensional Construction

In this section, we will present the necessary mathematical
tools for the construction of our method, in the mono-
dimensional case.

2.1. Construction of the Linearly Independent Family (φi)i.
From the function Φ defined by (1), we define the set φε:

φε(x) �
C

ε
Φ

x
ε

􏼒 􏼓, for all ε> 0, (2)

where C\coloneq (1/􏽒
R
Φ(x)dx) is a constant of normali-

zation. +is sequence φε converges to Dirac measure δ0 in
the sense of distributions. Fundamental results of con-
struction in the monodimensional case are given as follows:

First, we take a uniform mesh of [a, b] with the step
h � (b − a)/m where m is a given integer such that
xi � a + (i − 1)h,∀i ∈ [1, m + 1].

We construct the family (φi)1≤i≤m+1 as follows:

1

0.5

0

–0.5
–4 –3 –2 –1 0

Variable x
1 2 3 4

φ_
i (

x)

φ2 φ3 φ4 φ5 φ6 φ7 φ8 φ9φ1

Figure 1: Illustration of the elements of the family (φi).
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φi(x) � φh x − xi( 􏼁 �
C

h
Φ

x − xi

h
􏼒 􏼓, for allx ∈ xi− 1, xi+1􏼂 􏼃, i ∈ 2, . . . , m{ },

φ1(x) � φh x − x1( 􏼁 �
C

h
Φ

x − x1

h
􏼒 􏼓, for allx ∈ x1, x2􏼂 􏼃,

φm+1(x) � φh x − xm+1( 􏼁 �
C

h
Φ

x − xm+1

h
􏼒 􏼓, for allx ∈ xm, xm+1􏼂 􏼃.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(3)

+e curves of φi are shown in Figure 1.

2.2. Construction of the Orthonormal Family (Ψi)i. Let us
consider the Hilbert space L2(R) with the usual scalar
product (, ). Observe that the family (φi)1≤i≤m+1 is linearly
independent, then using the Gram–Schmidt process, we
construct a unique orthogonal family, noted as ( 􏽥Ψi) satis-
fying the following relation:

􏽥Ψi(x) � φi(x) + λi− 1
􏽥Ψi− 1(x),

λ1 � −
α
β

,

λi+1 � g λi( 􏼁 �
λ1

2 − λ1λi

,

i � 1, . . . , m − 1,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(4)

with α � (φ1,φ2), β � (φ1,φ1). Using the orthogonality of
the family ( 􏽥Ψi)i, we can find the second definition of λi given
by

λi � −
φi,

􏽥Ψi− 1( 􏼁

􏽥Ψi− 1,
􏽥Ψi− 1( 􏼁

, (5)

and the recurrence application of definition (4) gives the
following formula:

􏽥Ψi(x) � φi(x) + λi− 1φi− 1(x) + λi− 1λi− 2φi− 2(x)

+ · · · + 􏽙
i− 1

k�1
λk

⎛⎝ ⎞⎠φ1.
(6)

Let Ψi � ( 􏽥Ψi/‖ 􏽥Ψi‖) the normalization of 􏽥Ψi. +e curves
of (Ψi) are shown in Figure 2.

We can verify the following assumption.
For i � 2, . . . , m + 1, Ψi admits (i − 1) reel root(s) noted

as rk(k � 1, . . . , i − 1) in the interval ]x1, xi[, more precisely,
rk ∈ ]xk, xk+1[.

+e method permits approaching a given function f and
its integral by the following relations:

f(x)≃ 􏽘
m+1

i�1
ciΨi(x), (7a)

ci ≃ 􏽚
b

a
f(x)Ψi(x)dx, (7b)

􏽚
b

a
f(x)dx≃ 􏽘

m+1

i�1
ciIi, where Ii ≔ 􏽚

b

a
Ψi(x)dx. (7c)

+e main idea of the δ− ziti method is to use the roots rk

of the functions (Ψi) which satisfy

Ψi ri( 􏼁> 0,Ψi rk( 􏼁 � 0, for all i≠ k. (8)

If we take x � rk in (7a), we obtain

ci ≃
f ri( 􏼁

Ψi ri( 􏼁
, i ∈ 1, . . . , m{ }, (9a)

cm+1 ≃
f(b)

Ψm+1(b)
, (9b)

􏽚
b

a
f(x)Ψi(x)dx≃

f ri( 􏼁

Ψi ri( 􏼁
, (9c)

􏽚
b

a
f(x)dx≃ 􏽘

m

i�1

f ri( 􏼁

Ψ2i ri( 􏼁
+

f(b)

Ψm+1(b)
2. (9d)

Relations (9a)–(9d) will be used frequently to construct
the numerical scheme associated with the nonlinear system
studied. To reduce the iterations number, the authors of [1]
proved the following optimality result:

λi+1 − λi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌< ε as soon as i≥N0 �

ln ε 2 − λ21􏼐 􏼑/ λ31 − λ1􏼐 􏼑􏼐 􏼑

ln λ1/ 2 + λ1( 􏼁( 􏼁
2

⎡⎣ ⎤⎦ + 1,

(10)

where [.] denotes the integer part. In particular, for
ε � 10− M, we conclude that the parameters λi are nearly
stationary from a certain rank, which reduces considerably
the number of iterations. Using ri as a root of Ψi+1, we can
define the parameter λi by λi � − (φi+1(ri)/φi(ri)) (for more
details of the construction of the δ− ziti method, see [1, 2].)

3. The First Strategy: Cartesian Coordinates

In this section, we are interested in the extension of the δ− ziti
method, whenΩ is a disk centered in the origin O � (0, 0) (or
the ball in the multidimensional case). Our strategy is inspired
by the monodimensional case. We sweep the inside of the
domain by a set of intervals horizontally and vertically (see
Figures 3 and 4 ). Note that the distance between every two
successive chords is constant. We choose a fixed number of
nodes to subdivide every interval. As the length of each chord
varies according to the position of the segment inside the disk,
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we will adapt our subdivision such that each interval has the
same number of nodes already fixed. +erefore, for each node,
we define the associated basis function (denotedΨi); after that,

we compute the roots (denoted by ri) of every element of this
basis (Ψi(rk) � 0, for all i≠ k; see Figure 5).

Remark 1. Note that, for every fixed vertical level j (resp.,
the horizontal level i), every internal segment is limited by
aj � −

�����
1 − y2

j

􏽱
and bj �

�����
1 − y2

j

􏽱
(resp., ci � −

�����
1 − x2

i

􏽱
and

di �
�����
1 − x2

i

􏽱
; see Figure 3). For simplicity, the step of the

horizontal subdivision will be noted hj (resp., the vertical
step will be noted hi).

We present an algorithm to calculate the internal nodes
(Algorithm 1).

3.1. Construction of the Orthonormal Set. For every node x
j
i

(resp., yi
j), we associate the function φ

j
i (noted as φi if there is

no ambiguity) (resp., the family φi
j will be noted as φj)

defined by

φi(x) ≔
c

hj

Φ
x − x

j
i

h
j

􏼠 􏼡, ∀i, j � 1, . . . , N,

φj(y) ≔
c

hi

Φ
y − y

i
j

h
i

⎛⎝ ⎞⎠, ∀j, i � 1, . . . , N,

(11)

where

hj is the step of construction in the horizontal interval
of indication j, which describes the distance between
the nodes x

j
i and x

j
i+1

hi is the step of subdivision in the vertical interval of
indication i, which describes the distance between yi

j

and yi
j+1

It is simple to see that the family (φi) is linearly inde-
pendent, so we can construct an orthogonal family
( 􏽥Ψi)i�1,...,N by using the Gram–Schmidt process, in the space
L2([a, b]) (construction in every internal interval of the
domain Ω � B(0, 1), horizontally and vertically), verifying
the following relation:

aj bj
yk
ixl

j xjl+1

yik+1

ci

di

Figure 3: Example of horizontal and vertical segments and the
repartition of internal nodes.

aj

ci

bj
yk
i

xl
j

yik–1

xjl+1

di

Figure 4: Sweeping the interior of the domain by a set of horizontal
and vertical segments and position of the nodes.
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Figure 5: Illustration of the basis function Ψ4 with 3 roots, lo-
calized in the segment [− 1, 1].
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Figure 2: Illustration of orthonormal family (Ψi).
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horizontally:

􏽥Ψ1(x) � φ1(x),

􏽥Ψi(x) � φi(x) + 􏽘
i− 1

k�1
λ(i)

k
􏽥Ψk(x), for all i � 2, . . . , N,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

vertically:

􏽥Ψ1(y) � φ1(y),

􏽥Ψi(y) � φi(y) + 􏽘
i− 1

k�1
λ(i)

k
􏽥Ψk(y), for all i � 2, . . . , N,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(12)

which will be reduced in the following theorem, already
proved in the monodimensional case (see [1, 2]).

Theorem 1. -e orthogonal family ( 􏽥Ψi)i�1,...,N (vertically
and horizontally) verifies the following recurrence relation:

􏽥Ψ1 � φ1,

􏽥Ψi+1 � φi+1 + λi
􏽥Ψi, for all i � 1, . . . , N − 1,

λi � −
φi,φi+1( 􏼁

􏽥Ψi,
􏽥Ψi( 􏼁

,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(13)

where (, ) is the usual scalar product in the Hilbert space
L2([a, b]).

Corollary 1. -e family ( 􏽥Ψi) and the set (λi) defined in
-eorem 1 verify the following relations:

(1) 􏽥Ψi � φi + λi− 1φi− 1 + λi− 1λi− 2φi− 2

+ · · · + λi− 1 · · · λ1φ1,

(2) 􏽥Ψi x
j
i􏼐 􏼑 � φi x

j
i􏼐 􏼑 �

c

h
2
je

,

(3) 􏽥Ψi y
j
i􏼐 􏼑 � φi y

j
i􏼐 􏼑 �

c

h
2
i e

,

(4) In every fixed level, φi,
􏽥Ψi− 1( 􏼁

(5) − 1< λi � −
φi,φi+1( 􏼁

􏽥Ψi,
􏽥Ψi( 􏼁
< 0.

(14)

3.2. Fundamental Results. Numerical Integrations. In this
paragraph, we are interested in the approximation of inte-
grals, where the domain is the unit disk Ω � B(0, 1), using

Data:
N � the number of nodes, in every interval
Fix an interval [a, b]
h1 � (b − a)/N

for i � 1, . . . , N do
x1

i � a + (i − 1)h1 horizontal nodes for the first interval.
y1

i � a + (i − 1)h1 vertical nodes for the first interval
end
for j � 2, . . . , N do
for i � 1, . . . , N do
a� −

�������������

1 − (− 1 + j · h)2
􏽱

b� − a
hj � (b − a)/N
x

j

i � a + (i − 1)hj

end
end

ALGORITHM 1: Construction of the nodes in the Cartesian case.
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the horizontal and vertical test functions, as well as the roots,
verifying the following relations:

Ψij(x, y) � Ψj
i (x) · Ψi

j(y), ∀i, j � 1, . . . , N,

rij � r
j
i , s

i
j􏼐 􏼑,

(15)

where

Ψj
i (x) are the basis functions in the horizontal di-

mension (resp., Ψi
j(y) are the basis functions in the

vertical dimension)

r
j
i are the roots of Ψj

i (x) (resp., si
j are the roots of

Ψi
j(y))

In this section, we are interested in the approximation of
a double integral, defined in a disk domain; using (7a), we
obtain the following results:

Theorem 2. Let Ω � B(0, 1), let g be a given function in
L2(Ω), and let N denote the roots number; therefore, we have
the following approximations:

􏽚
Ω

g(x, y)dxdy≃ 􏽘
N

i,j�1

g r
j
i , s

i
j􏼐 􏼑

Ψj
i r

j
i􏼐 􏼑 · Ψi

j s
i
j􏼐 􏼑

􏽚
bj

aj

Ψj
i (x)dx 􏽚

di

ci

Ψi
j(y)dy,

􏽚
Ω

g(x, y)Ψij(x, y)dxdy≃
g r

j
i , s

i
j􏼐 􏼑

Ψj
i r

j
i􏼐 􏼑 · Ψi

j s
i
j􏼐 􏼑􏼐 􏼑

2,

(16)

where we take r
j
N � bj and sN

i � bi.

Proof. In [1, 2], the authors approximated integral formulas
in the one-dimensional case using the δ− ziti method as
follows:

􏽚
b

a
f(x)Ψi(x)dx≃

f ri( 􏼁

Ψi ri( 􏼁
,

􏽚
b

a
f(x)dx ≃ 􏽘

m

i�1

f ri( 􏼁

Ψ2i ri( 􏼁
+

f(b)

Ψm+1(b)
2.

(17)

We recall the principal points of the proof which is
inspired by the spectral method:

f(x)≃ 􏽘
m+1

i�1
αiΨi(x), (18)

with αi � 􏽒
b

a
f(x)Ψi(x)dx. Using the roots rk of Ψk, we

obtain

f rk( 􏼁≃ 􏽘
m+1

i�1
αiΨi rk( 􏼁 � αkΨk rk( 􏼁, (19)

because of the following orthogonality result:

Ψi rk( 􏼁 �
0, if i≠ k,

Ψk rk( 􏼁, if i � k.
􏼨 (20)

Multiplying (18) by Ψk and integrating it over [a, b], we
obtain

􏽚
b

a
f(x)Ψk(x)dx≃ 􏽘

m+1

i�1

f ri( 􏼁

ψi ri( 􏼁
􏽚

b

a
ψi(x)ψk(x)dx. (21)

Using the orthonormal property of (Ψi), (21) becomes

􏽚
b

a
f(x)ψk(x)dx≃ 􏽘

m+1

i�1

f ri( 􏼁

ψi ri( 􏼁
δik, (22)

and, therefore,

􏽚
b

a
f(x)ψk(x)dx≃

f rk( 􏼁

ψk rk( 􏼁
. (23)

In the bidimensional case, using the Cartesian strategy,

Ψij(x, y) ≔ Ψj
i (x)Ψi

j(y), (24)

so if we take f(x, y)≃ 􏽐
N
i,j�1 αijΨij(x, y), where N is the

nodes number in every segment, horizontally and vertically,
we will have the following approximation formulas:

􏽚
Ω

f(x, y)dxdy≃ 􏽘
N

i,j�1

f r
j
i , s

i
j􏼐 􏼑

Ψj

i r
j

i􏼐 􏼑 · Ψi
j s

i
j􏼐 􏼑

􏽚
bj

aj

Ψj
i (x)dx 􏽚

di

ci

Ψi
j(y)dy,

􏽚
Ω

f(x, y)Ψij(x, y)dxdy≃
f r

j
i , s

i
j􏼐 􏼑

Ψj
i r

j
i􏼐 􏼑 · Ψi

j s
i
j􏼐 􏼑􏼐 􏼑

2.

(25)

Here, we take, r
j
N � bj and sN

i � bi.
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In Table 1, we present some numerical tests of inte-
gration. We compare the exact value noted Ex, with the
numerical approximation obtained by the δ− ziti method in
the Cartesian case. Each interval is subdivided into 50
nodes. □

4. Second Strategy: Polar Coordinates

In this section, we built all the necessary elements for the
approximation δ− ziti, using polar coordinates. +e domain
Ω � B(0, 1) is represented using the polar coordinates, with
the following parametrization:

∀(x, y) ∈ B(0, 1),

x � ρ cos(θ),

y � ρ sin(θ),

(ρ, θ) ∈ [0, 1] ×[0, 2π].

(26)

+e polar set (Ψij(ρ, θ)) is defined by

Ψij(ρ, θ) ≔ Ψi(ρ).Ψj(θ). (27)

4.1. Fundamental Results: Numerical Integration. To test the
previous strategy, we present in Tables 2 and 3 some nu-
merical tests. We compare the exact value with the nu-
merical one, using the δ− ziti method in the polar case.

In Table 3, we can treat even the generalized integrals,
for example. 􏽒Ω(y/(x2 + y2)arctan (y/x)(1/2))dxdy, which
is in fact an operation of Riemann integral; we found a
good approximation using the δ− ziti roots. For the two
last examples, 􏽒Ω(1/

���
2π

√
(x2 + y2)(3/4))dxdy and 􏽒Ω(ln

(
������
x2 + y2

􏽰
)/

����������
2π(x2 + y2)

􏽰
)dxdy, other approximation

methods (e.g., Simpson, Trapeze\“enleadertwodots”) did not
give any result, which is an important point for our
construction.

5. Numerical Applications

5.1. Elliptic PDE Case: Nonevolutive Diffusion Problem in a
Unit Disk

5.1.1. -e Cartesian Case. In this section, let us consider a
partial differential equation, which admits an exact solution
and we will compare it with the numerical one, using our
method in the Cartesian case. Let Ω � B(0, 1). +e problem
studied is given by

− div(K.∇u) � f inΩ, (28a)

u(x, y) � 0 in zΩ , (28b)

and, for simplicity of numerical simulations, we take K � I2,
with a given analytical solution uex � 1 − x2 − y2, where the
source term takes the value f � 4.

5.1.2. -e Strong Discretization. +e first step to approach
the previous problem is to multiply equation (7a) by a test

function Ψij and to integrate the result over the domain
Ω � B(0, 1), which gives

− 􏽚
Ω
Δu(x, y) · Ψij(x, y)dxdy � 􏽚

Ω
f(x, y) · Ψij(x, y)dxdy.

(29)

Using +eorem 2, we obtain the following equality:

−
Δu r

j

i , s
i
j􏼐 􏼑

Ψij r
j
i , s

i
j􏼐 􏼑

�
f r

j

i , s
i
j􏼐 􏼑

Ψij r
j
i , s

i
j􏼐 􏼑

, ∀ r
j
i , s

i
j􏼐 􏼑 ∈ Ω. (30)

+e next step consists of approaching the second de-
rivative, which gives us the following scheme:

ui− 1,j + 2uij + ui+1,j

r
j
i+1 − r

j
i􏼐 􏼑 r

j
i − r

j
i− 1􏼐 􏼑

+
ui,j− 1 + 2uij + ui,j+1

s
i
j+1 − s

i
j􏼐 􏼑 s

i
j − s

i
j− 1􏼐 􏼑

� fij,

i, j � 2, . . . , N − 1,

u1,j � uN,j � 0, j � 1, . . . , N,

ui,1 � ui,N � 0, i � 1, . . . , N,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(31)

where uij denotes the approximation at the root (r
j
i , si

j) and
N is the nodes number in every internal segment (hori-
zontally and vertically). In the end, we will have a global
matrix, with (N − 2) × (N − 2) lines and (N − 2) × (N − 2)

columns, defined as follows:

M �

D
2

A
3 0 · · · 0

A
2

D
3

A
4

· · · 0

⋮

0 · · · A
n− 3

D
n− 2

A
n− 1

0 0 · · · A
n− 2

D
n− 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (32)

where Di is a (N − 2) × (N − 2) tridiagonal matrix, defined
by

D
i+1
k,k � −

2Ψi,k+1

dxk · dxk− 1
−

2Ψi,k+1

dyk · dyk− 1
, i, k � 1, . . . , N − 2,

D
i+1
k,k+1 � −

2Ψi,k+2

dyk · dyk− 1
, i, k � 1, . . . , N − 2,

D
i+1
k− 1,k � −

2Ψi,k

dyk · dyk− 1
, i, k � 1, . . . , N − 2,

(33)

and Ai is a (N − 2) × (N − 2) diagonal matrix defined by

A
i
k,k � −

Ψi,k

dxk · dxk− 1
, i � 3, . . . , N − 1, k � 2, . . . , N − 1,

(34)
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where

dxk � r
j

k − r
j

k− 1,

dyk � r
i
k − r

i
k− 1,

(35)

and, therefore, we should resolve a simple system in the form
MX � F, when M is the global matrix defined previously, X

is the unknown vector of size (N − 2) × (N − 2), and F is the
source term vector of size (N − 2) × (N − 2).

Remark 2. To complete the resolution of the previous
system, we must add boundary conditions (homogeneous
Dirichlet in this case).

5.1.3. Numerical Results. Let Ω � B(0, 1). In this case, we fix
the points number in every single segment and we vary the
subdivision step. It is clear that the minimum of all the steps is
obtained at the first segment (horizontally or vertically) and the
maximum is on the segment confused with the diameter of the
disk (i.e., for two different intervals, horizontally or vertically,
the associated step is not the same). We are interested in the
shape of the approximated solution with the δ− ziti scheme,
using the Cartesian coordinates and the segments approach.
For a fixed node’s number in every segment (horizontal or
vertical), N � 100, the numerical implementation of the
scheme gives us an approximated solution, which is near the

exact one, given by uex(x, y) � 1 − x2 − y2, whenf(x, y) � 4.
+e two solutions are illustrated in Figures 6 and 7.

In Table 4, we present the error between the exact and
approximated solution, with different values of nodes
number N.In Table 4,

Ermax ≔ max
i,j

uex(i, j) − u(i, j)( 􏼁
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌,

Ermean ≔
1
N

􏽘
i,j

uex(i, j) − u(i, j)( 􏼁
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌.

(36)

We remark that the committed error between the
exact solution and the computed one using the δ− ziti
method decreases when the number of points on each
interval increases, which shows the convergence of the
solution.

We present, in the following subsection, a comparison
between approximated solutions using the finite element
and δ− ziti methods.

5.1.4. Comparison with the Finite Elements Method. +e
finite element method (FEM) is a widely used analogy to
resolve some types of partial differential equations. A large
class of works was already done to resolve the Poisson
problem using FEM (see [20, 21]). +e starting point for the
FEM is a PDE expressed in a variational form. +e basic

Table 2: Comparison between numerical integration using the δ− ziti and the exact value in the polar case.

(1/2π)􏽒Ωf(x, y)dxdy Ex δ− ziti Error

􏽒Ω(1/(x2 + y2 + 1))(1/4)dxdy 0.4545285537 0.454496459918650 0.0000320937813496069
􏽒Ω

��������������
(1/(x2 + y2 + 1))

􏽰
dxdy 0.4142135624 0.414440692467526 0.0002271300675258380

􏽒Ωexp(1/(x2 + y2 + 2))dxdy 0.7508533738 0.750772037320043 0.0000813364799567839
􏽒Ωln(1/(x2 + y2 + 2))dxdy 0.4547712524 − 0.453623297839054 0.0011479545609460200
􏽒Ωxydxdy 0 0.000104893284924629 0.0001
􏽒Ω(ln(

������
x2 + y2

􏽰
)/

������
x2 + y2

􏽰
)dxdy − 1 − 1.00011299531961 0.000112995319609510

Table 1: Comparison between numerical integration using δ− ziti and the exact value in the Cartesian case.

􏽒Ωf(x, y)dxdy Ex δ− Ziti Error

􏽒Ω(1/(x2 + y2 + 1))(1/4)dxdy 2.855887130 2.855834891 0.000052239
􏽒Ω

��������������
(1/(x2 + y2 + 1))

􏽰
dxdy 2.602580569 2.602055781 0.000524788

􏽒Ωexp(1/(x2 + y2 + 2))dxdy 4.717750886 4.717138520 0.000612366
􏽒Ωln(1/(x2 + y2 + 2))dxdy − 2.857412051 − 2.857346443 0.000065608

Table 3: Generalized integrals using the polar parametrization.

􏽒Ωf(x, y)dxdy Ex δ− ziti Error

􏽒Ω(y/
������
x2 + y2

􏽰
(x2 + y2 + 1)(arctan(y/x))(1/3))dxdy 0.2204366348 0.223358184762906 0.00292154

􏽒
Ω

(y/(x2 + y2)arctan (y/x)(1/2))dxdy
0 0.00079646 0.00079646

􏽒Ω(1/(
���
2π

√
(x2 + y2)(3/4)))dxdy (1/π) � 0.3181818182 0.3165767584 0.0016057

􏽒Ω(ln(
������
x2 + y2

􏽰
)/

����������
2π(x2 + y2)

􏽰
)dxdy (− 0.500/2π) � 0.1590909091 0.1560909091 0.003
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recipe for turning a PDE into a variational problem is to
multiply the equation by a test function v and to integrate the
resulting expression over all the domainΩ: it is the common
step between the Galerkin analogy and δ− ziti. In this part, we
present the approximated solution of Poisson’s problem
defined in (7a), using the finite element method, which is
illustrated in Figure 8.

5.1.5. -e Polar Case. Now, we consider the same partial
differential equation defined before, which admits a polar
analytical solution; we will compare it with the approxi-
mated one founded using the δ− ziti method in the polar case.

Let Ω � B(0, 1); the strategy presented consists in using
the results of approximation in the monodimensional case
and taking into consideration the following function basis:

Ψij(ρ, θ) � Ψi(ρ)Ψj(θ), ∀i, j � 1, . . . , N. (37)

+e problem presented in the previous Subsection 5.1.1
is equivalent to the polar one, expressed as follows:

z
2u

zρ2
+
1
ρ

zu
zr

+
1
ρ2

z
2u

zθ2
� f inΩ, (38a)

u(ρ � 1, θ) � 0, ∀θ ∈ [0, 2π], (38b)

with

u(ρ, θ) ≔ u(ρ cos(θ), ρ sin(θ)),

f(ρ, θ) ≔ f(ρ cos θ, ρ sin θ) � 4,
(39)

where f is the source term defined in Cartesian problem,
with an exact polar solution uex � 1 − ρ2. Note that, the roots
of the basic functions (Ψi(ρ)) will be noted; ri and θj are
those associated with (Ψj(θ)).

To obtain a numerical scheme using the δ− ziti method,
we should multiply equation (38a) by a test function
Ψij(ρ, θ) and after that, we use the strong result of ap-
proximation (16), which gives

Δiju � f ij, i, j � 2, . . . , N − 1,

u1,j � u2,j, j � 1, . . . , N,

uM,j � 0, j � 1, . . . , N,

ui,1 � ui,2, i � 1, . . . , N,

ui,M � ui,M− 1, i � 1, . . . , N,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(40)

with

Δiju �
ui− 1,j − 2uij + ui+1,j

ri+1 − ri( 􏼁 ri − ri− 1( 􏼁
+
1
ri

ui+1,j − uij

ri+1 − ri

+
1
r
2
i

ui,j− 1 + 2uij + ui,j+1

θj+1 − θj􏼐 􏼑 θj − θj− 1􏼐 􏼑
.

(41)

Table 4:+e committed error using several values of nodes number
N.

N hmin hmax Ermax Ermean

60 0.008534 0.03333 0.01174 0.00758
100 0.003979 0.02000 0.0046 0.00288
150 0.00217 0.01333 0.00204 0.0013169
200 0.001410 0.01000 0.00167 0.0007514823
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Figure 8: Approximated solution using finite element method.
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Figure 6: +e exact solution.
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+erefore, the goal is to find u(ρ, θ) solution to the polar
problem given in (38a) and (38b). Like the Cartesian
analogy, we resolve in this case a simple system in the form
MX � F; when M is the global matrix defined previously, we
should just add the polar terms (1/ρ) and (1/ρ2) in the
corresponding terms of the matrices Ai and Di, X in the
polar unknown vector of size (N − 2) × (N − 2), and F is the
source term vector of size (N − 2) × (N − 2).

5.1.6. Numerical Tests. Let Nr � 100 be the root’s number
for the radius andNθ � 100 the other one for the angles. Two
solutions, exact and approximated, are illustrated in Fig-
ures 9 and 10 .

5.1.7. Numerical Error. Table 5 shows us the error between
exact and approximated solution, using different Nr and Nθ.
In Figure 11, we present the evolution of the error between
exact and approximated solution, with several values of the
nodes number Nr for the diffusion problem.

Table 5 shows how the error is reduced when the number
of nodes increases from Nr � 60 to Nr � 200 (resp. Nθ)
which is illustrated in Figure 11. +e results obtained in this
study suggest that having just 60 radial nodes leads to an
efficient solution.

5.2. Detection of Blowup in the Stationary Diffusion Problem.
To evaluate the efficiency of the δ− ziti approach, we consider
the following diffusion problem:

− div(∇u) � f inΩ,

u(x, y) � 0 in zΩ ,
(42)

where the source term is given by

f(x, y) �
− 2C − 2x

4
− 4x

2
y
2

+ 2ε4 − 2ε2y2
− 2y

4
− 2ε2x2

􏼐 􏼑

ε2 − x
2

− y
2

􏼐 􏼑
4

Φ
x

ε
,
y

ε
􏼒 􏼓,

(43)

where C is the normalization constant defined by (1) and Φ
is the regular function given by

Φ(x, y) �

exp
1

|x|
2

+|y|
2

− 1
􏼠 􏼡, if |x|

2
+|y|

2 < 1,

0, otherwise.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(44)

It is easy to see that the analytical solution of (42) and
(43) is given by

uex(x, y) �
C

ε2
Φ

x

ε
,
y

ε
􏼒 􏼓. (45)

+is function converges to Dirac mass in the weak sense
when ε goes to 0. We present in Figure 12 the exact solution

(resp., Figure 13 presents the approximated solution ob-
tained by the scheme presented in (31)), to see that the δ− ziti
method detects this kind of singularity.

5.3. Parabolic PDE Case: Heat Equation. +is section is
devoted to the application of the δ− ziti method on a diffusion
equation, in a domain Σ � [0, T] ×Ω, where Ω � B(0, 1).
+e heat equation describes the distribution of heat (or
variation in temperature) in a given region over time. For a
function, u(t, x, y) (resp., u(t, r, θ)) of two spatial variables
(x, y) in the Cartesian case ((r, θ) in the polar case) and the
time variable t, the heat equation is given by

zu

zt
− DΔ u � f(t, x), (t, x) ∈ Σ, (46a)

u(t, x) � 0, x ∈zΩ, (46b)

u(0, x) � u0(x) ≥ 0, x ∈ Ω, (46c)

where [0, T] is a given time interval and Ω � B(0, 1) is
the unit disk with boundary zΩ. Here, x � (x, y)t denotes
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Figure 9: +e exact solution.
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Figure 10: +e δ− ziti solution.
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the space variables, t is the time variable, D is the diffusion
coefficient, and f represents the effect of internal source
terms. Using the same analogy applied in the previous
sections, we multiply equation (46a) by a test function Ψij,
after we integrate over the domain Ω. It remains just the
direct application of our approximations formulas given in
(3.3). First, the time domain [0, tmax[ is divided into Nt

uniform subintervals [tn, tn+1] with duration dt � tn+1 − tn

for n � 0, . . . , Nt. To denote the value of u in the root rij at
time tn, we use the notation un

i,j for i, j � 1, . . . , N. At t � tn,
we find directly the following explicit scheme:

u
n+1
ij � u

n
ij + dt · D · Δn

iju + dt · f
n
i,j, i, j � 2, . . . , N − 1,

u
n+1
1,j � 0, j � 1, . . . , N,

u
n+1
N,j � 0, j � 1, . . . , N,

u
n+1
i,1 � 0, i � 1, . . . , N,

u
n+1
i,N � 0, i � 1, . . . , N,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(47)

where

||U
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Figure 11: Evolution of the error with several values of Nr. (a)+e error for Nr � 60. (b)+e error for Nr � 100. (c)+e error for Nr � 150.
(d) +e error for Nr � 200.

Table 5: +e infinite error, using several values of Nr and Nθ.

Nr Nθ hr hθ Error

60 60 0.01666 0.0333π 8.86.10− 4

100 100 0.01 0.02π 3.82.10− 4

150 150 0.00666 0.0133π 1.91.10− 4

200 200 0.005 0.01π 1.15.10− 4
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Δn
ij �

u
n
i− 1,j − 2u

n
ij + u

n
i+1,j

ri+1 − ri( 􏼁 ri − ri− 1( 􏼁
+

u
n
i,j− 1 + 2u

n
ij + u

n
i,j+1

θj+1 − θj􏼐 􏼑 θj − θj− 1􏼐 􏼑
. (48)

Our goal is to find an approximated solution, near the
exact one, which verifies the boundary conditions. +e
function

uex(t, x, y) � 1 − x
2

− y
2

􏼐 􏼑exp(t) (49)

is an exact solution of the heat equation, with

D � 1,

f(t, x, y) � − 3 − x
2

− y
2

􏼐 􏼑exp(t).
(50)

+e above example provides a starting point for nu-
merically solving diffusion problems on the disk.+ese ideas
can also be used on the sphere. Figures 14 and 15 show the
allure of the exact and approximated solution, at a given
finite time. Note that, the stability condition CFL is nu-
merically well verified.

In Table 6, we present the error between exact and
approximated global solution at a given finite time. Note that
the CPU time necessary to obtain an approximated solution

at t � 0.01 (when the number of nodes in every interval,
horizontally and vertically, is 200) was around 150 seconds,
which means that the method is fast and robust and gives us
the numerical results in a very short period of time. Table 6
shows how the error is reduced when we refine the mesh
from a number of nodes N � 60 to N � 200.

For checking the stability of our numerical scheme, we
use the following strategy:

E
n
dt �

u
n
(:, :) − u

n− 1
(:, :)

����
����∞

u
n
(:, :)

����
����∞

, (51)
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Figure 13: +e δ− ziti solution with ε � 0.01, and max(uap) � 2450.
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Figure 12: +e exact solution with ε � 0.01, and max(uex) � 2230.
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Figure 14: +e exact solution at t � 0.01, using the Cartesian
discretization.
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Figure 15: +e δ− ziti solution at t � 0.01, after 345-time iteration,
using the Cartesian discretization.

Table 6: +e committed error at t � 0.01.

N hmin hmax Ermax Ermean CPU

60 0.008534 0.03333 2.22431.10− 5 1.413039.10− 5 57
100 0.003979 0.02000 1.0174501.10− 6 5.453807.10− 7 83
150 0.00217 0.01333 1.00359253.10− 6 5.36991485.10− 7 122
200 0.001410 0.01000 9.9973690.10− 7 5.3444320.10− 7 150

12 International Journal of Differential Equations



in which un(:, :) is the matrix of numerical solution at nth

iteration. Errors obtained corresponding to En
dt using the

δ− ziti method with N � 200 for the heat transfer problem
are reported in Table 7.

5.3.1. Comparison with Finite Element Method. Since the
low order FEM is often used in industrial applications to
solve heat transfer problems, comparisons between the

linear FEM and the δ− ziti are also included in this section.
We present the approximated solution given by the finite
element method. In this direction, a large body of works was
already done; see [20].+e solution of the heat transfer using
the finite element method at t � 1 is illustrated in Figure 16.

5.4. Detection of Blowup in the Heat Transfer with Bad Sign.
In the current study, we are interested in the two-dimensional
transient diffusion problem with bad sign (negative diffusion
coefficient), governed by the following boundary-value
equation:

zu

zt
− DΔ u � f(t, x), (t, x) ∈ ]0, T] ×Ω, (52a)

u(t, x) � 0, x ∈zΩ, (52b)

u(0, x) � u0(x) ≥ 0, x ∈ Ω, (52c)

where [0, T] is a given time interval and Ω � B(0, 1) is the
unit disk with boundary zΩ. Here, x � (x, y)t denotes the
space variables, t is the time variable, D is a negative dif-
fusion coefficient, and f represents the effect of internal
source terms, given by the following equality:

f(t, x, y) � C
1
ε2

− 2 D
− 2x

4
− 4x

2
y
2

+ 2ε4 − 2ε2y2
− 2y

4
− 2ε2x2

􏼐 􏼑

ε2 − x
2

− y
2

􏼐 􏼑
4

⎛⎝ ⎞⎠Φ
x

ε
,
y

ε
􏼒 􏼓exp(t). (53)

Table 7: Errors obtained for the present method with N � 200 at different final times for the heat transfer problem.

Iterations
En
dt

dt � 1 × 10− 7 dt � 0.5 × 10− 7 dt � 1 × 10− 8 dt � 0.5 × 10− 8

5 4.4282 × 10− 6 2.2152 × 10− 6 4.4335 × 10− 7 2.2171 × 10− 7

20 4.4284 × 10− 6 2.2155 × 10− 6 4.4338 × 10− 7 2.2173 × 10− 7

30 4.4286 × 10− 6 2.2159 × 10− 6 4.4340 × 10− 7 2.2177 × 10− 7

112 4.4298 × 10− 6 2.2163 × 10− 6 4.4351 × 10− 7 2.2189 × 10− 7
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Figure 16: Approximated solution using the finite element
method.
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Figure 17: +e exact solution at t� 0.01, with D� − 0.25, ε � 0.01,
max(uex(t, .)) � 710.
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We can verify that the exact solution is given by

uex(t, x, y) �
C

ε2
Φ

x

ε
,
y

ε
􏼒 􏼓exp(t), (54)

which converges to Dirac in the weak sense when ε goes to 0
as shown in Figure 17. +e objective is to follow the be-
havior of the approximated solution, obtained by the same
scheme presented in (47)–(48), which is illustrated in
Figure 18.

6. Conclusion

As a conclusion, the current study is an extension of the
δ− ziti method when the domain of consideration is a disk, to
be able to generalize it in the case of a multidimensional ball
in Rd. We started by presenting the fundamental tools of
construction using two strategies: the Cartesian case, which
is based on the hypothesis of being able to sweep the inside of
the domain by a set of intervals, horizontally and vertically;
therefore, all the work resides in the construction of the
nodes in every interval. +e second strategy is the polar one,
using the polar coordinates in all the steps of construction.
+e first application in this work is the generalized inte-
gration; we obtained a good approximation even if some of
the classical methods did not give any result. We applied our
method for two types of PDEs. Where the exact solution is
regular, we also compared our results with the finite element
method, and the result was impressive. On the other hand,
the right-hand side is obtained such that the exact solution
presents a singularity of type Dirac, where the parameter of
regularization ε is near 0 and less than the step of dis-
cretization. For the stationary diffusion problem, we com-
pare the exact solution which is a very sensitive function
approximating the Dirac mass, with the approximated one
which goes also to Dirac. +e numerical problem faced in
this case is how to find a numerical scheme which detects
this type of singularity and gives a solution having the same
regular behavior of the exact one: our method can achieve
this objective. For the heat transfer, we treated two types of
singularities: the negative diffusion parameter (bad sign) and
the case when the initial data is in function of φε to test the
ability to detect such types of singularity. +e case of a
negative diffusion presents a great difficulty numerically,
since most of the numerical schemes tend to explode, even if
the domain is Cartesian and therefore the solution is lost.
+e Improved CFL condition saves time for advanced
previsions (CFL around 0.9, which requires a fewer number
of iterations to reach the final time). We can conclude that,
with the extension and development of δ− ziti, we have
reached our goal: to approach differential problem defined
in a disk, to find the results of the classical methods in the
best conditions (speed, flexibility), even in the presence of
highly singular terms (the numerical scheme detect the
singularity, and solution continues regularly). Note that the
maximum errors are calculated, finding that the errors are
small. Also, a comparison of numerical and analytical so-
lutions is made, finding that the proposed scheme has good
accuracy.
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U.S.M Fès, 1996.

[9] D. Leenheer, J. Gopalakrishnan, and E. Zuhrc, “Nonnegativity
of exact and numerical solutions of some chemotactic
models,” Computers &Mathematics with Applications, vol. 66,
no. 3, pp. 356–375, 2013.

[10] E. F. Keller and L. A. Segel, “Traveling bands of chemotactic
bacteria: a theoretical analysis,” Journal of -eoretical Biology,
vol. 30, no. 2, pp. 235–248, 1971.

[11] C. Chalons and P. G. LeFloch, “High-order entropy-conservative
and kinetic relations for van der waals fluids,” Journal of
Computational Physics, vol. 184-206, 2001.

[12] M. Kh. Shkhanukov-Lafishev, “Locally one-dimensional
scheme for a loaded heat equation with Robin boundary
conditions,” Computational Mathematics and Mathematical
Physics, vol. 49, pp. 1167–1174, 2009.

[13] V. T. Zhukov, N. D. Novikova, and O. B. Feodoritova, “An
approach to time integration of the Navier–Stokes equations,”
Computational Mathematics and Mathematical Physics,
vol. 60, pp. 272–285, 2020.

[14] V. G. Zadorozhniy, V. S. Nozhkin, M. E. Semenov, and
I. I. Ul’shin, “Stochastic model of heat transfer in the at-
mospheric surface layer,” Computational Mathematics and
Mathematical Physics, vol. 60, pp. 459–471, 2020.

[15] A. G. Kolobov, T. V. Pak, and A. Yu. Chebotarev, “Stationary
problem of radiative heat transfer with cauchy boundary
conditions,” Computational Mathematics and Mathematical
Physics, vol. 66, no. 3, pp. 356–375, 2013.

14 International Journal of Differential Equations



[16] C. Moyne and H. P. Amaral Souto, “Multi-Scale approach
for conduction heat transfer: one and two-equation
models,” Computational and Applied Mathematics, vol. 33,
pp. 433–449, 2014.

[17] M. M. Bhatti, “Numerical study of heat transfer and hall
current impact on peristaltic propulsion of particle-fluid
suspension with compliant wall properties,” Modern Physics
Letters B, 2019.

[18] M. M. Bhatti, A. Shahid, T. Abbas, S. Z. Alamri, and R. Ellahi,
“Study of activation energy on the movement of gyrotactic
microorganism in a magnetized nanofluids past a porous
plate,” Processes, vol. 8, no. 3, p. 328, 2020.

[19] L. Bssis, “Présentation d’une nouvelle méthode d’approx-
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thesis, Moulay Ismail University of Meknes, Meknes, Mo-
rocco, 2020.
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